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Real Stats
Solutions


Chapter 15, Exercise 1


(a) Estimate a one-way fixed-effects model explaining the number of medals with population, GDP, host country, average temperature, and maximum elevation as independent variables. Use country as the unit for fixed effects. Briefly discuss the results and explain what is going on with the coefficients on temperature and elevation. 
Answer: 
The population, GDP, and host country variables are all significantly associated with more medals in the Winter Olympics, controlling for country fixed effects. Note that the coefficients on temperature and elevation variables are not estimated. Temperature is a fixed value, which is the average high temperature in January; in this data set, it does not vary within country. Elevation also does not vary within country. The fact that there is no coefficient estimated does not mean that these factors are not controlled for, however. The effects of temperature and elevation (and many other factors that do not vary within country) are controlled for by the country fixed effect.

tsset ccode time
xtreg medals population GDP host temp elevation, fe i(ccode)
note: temp omitted because of collinearity
note: elevation omitted because of collinearity

Fixed-effects (within) regression               Number of obs     =        953
Group variable: ID                              Number of groups  =        108
R-sq:                                           Obs per group:
     within  = 0.1246                                         min =          1
     between = 0.0920                                         avg =        8.8
     overall = 0.0957                                         max =         10
                                                F(3,842)          =      39.96
corr(u_i, Xb)  = -0.2797                        Prob > F          =     0.0000
------------------------------------------------------------------------------
      medals |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
  population |   .0128296   .0035623     3.60   0.000     .0058375    .0198216
         GDP |   .8165972   .0974284     8.38   0.000     .6253661    1.007828
        host |   5.764501   .9959717     5.79   0.000     3.809623     7.71938
        temp |          0  (omitted)
   elevation |          0  (omitted)
       _cons |   .0752576    .251039     0.30   0.764    -.4174781    .5679933
-------------+----------------------------------------------------------------
     sigma_u |  4.2857055
     sigma_e |  2.7557778
         rho |  .70747889   (fraction of variance due to u_i)
------------------------------------------------------------------------------
F test that all u_i=0: F(107, 842) = 17.35                   Prob > F = 0.0000

(b) Estimate a two-way fixed-effects model with population, GDP, and host country as independent variables. Use country and time as the fixed effects. Explain any differences from the results in part (a). 
Answer: 
The population, GDP, and host country variables are still significantly associated with more medals in the Winter Olympics, controlling for country and year fixed effects. Note that the population and GDP coefficients are smaller, reflecting the fact that there are year fixed effects indicating more medals in later years, years that are also associated with generally higher populations and GDPs.

xtreg medals population GDP host i.year, fe i(ID)
Fixed-effects (within) regression               Number of obs     =        961
Group variable: ID                              Number of groups  =        111
R-sq:                                           Obs per group:
     within  = 0.1425                                         min =          1
     between = 0.0668                                         avg =        8.7
     overall = 0.1086                                         max =         10
                                                F(12,838)         =      11.60
corr(u_i, Xb)  = -0.0753                        Prob > F          =     0.0000
------------------------------------------------------------------------------
      medals |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
  population |   .0085493   .0037545     2.28   0.023     .0011799    .0159186
         GDP |   .5935072   .1230494     4.82   0.000     .3519859    .8350285
        host |   5.712385   .9889337     5.78   0.000     3.771307    7.653463
        year |
       1984  |  -.0102059   .4386999    -0.02   0.981    -.8712856    .8508738
       1988  |  -.0906014   .4317158    -0.21   0.834    -.9379726    .7567699
       1992  |    .370207    .430769     0.86   0.390    -.4753058     1.21572
       1994  |   .7472435   .4327076     1.73   0.085    -.1020745    1.596561
       1998  |   .8571313   .4380054     1.96   0.051    -.0025851    1.716848
       2002  |   1.097437   .4406695     2.49   0.013     .2324912    1.962382
       2006  |   .8798343   .4704333     1.87   0.062    -.0435317      1.8032
       2010  |   .8146642   .4870181     1.67   0.095    -.1412543    1.770583
       2014  |   1.294813    .474585     2.73   0.006     .3632979    2.226328
       _cons |   .0184422   .3572266     0.05   0.959    -.6827217    .7196061
-------------+----------------------------------------------------------------
     sigma_u |  4.5970826
     sigma_e |   2.734437
         rho |  .73865559   (fraction of variance due to u_i)
------------------------------------------------------------------------------
F test that all u_i=0: F(110, 838) = 19.21                   Prob > F = 0.0000

(c) Estimate ρ for the two-way fixed-effects model. Is there evidence of autocorrelation? What are the implications of your finding? 
Answer: 
We regress residual on lagged residual and find a highly significant estimate for ρ (p = 0.000).

reg Resid2Way L.Resid2Way
      Source |       SS           df       MS      Number of obs   =       843
-------------+----------------------------------   F(1, 841)       =    305.67
       Model |    1380.541         1    1380.541   Prob > F        =    0.0000
    Residual |   3798.3244       841  4.51643805   R-squared       =    0.2666
-------------+----------------------------------   Adj R-squared   =    0.2657
       Total |   5178.8654       842   6.1506715   Root MSE        =    2.1252
------------------------------------------------------------------------------
   Resid2Way |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
   Resid2Way |
         L1. |   .5061827   .0289521    17.48   0.000     .4493558    .5630096
       _cons |   .0179537   .0731956     0.25   0.806    -.1257137    .1616212
------------------------------------------------------------------------------

(d) Estimate a two-way fixed effects model that has population, GDP, and host country as independent variables and accounts for autocorrelation. Discuss any differences from results in part (b). Which is a better statistical model? Why? 
Answer: 
The coefficients on population and GDP go down as their standard errors go up, so the t statistics do a fair bit for these two variables. The coefficient on host is similar and its standard error actually declines, leading to a higher t statistic. Hence, we have less confidence that population and GDP affect medal count and more confidence that being a host country matters. This is a better model than part (b) since we identified autocorrelation and have now done something to address it.

xtregar medals population GDP host i.year, fe rhotype(regress) twostep

FE (within) regression with AR(1) disturbances  Number of obs     =        850
Group variable: ID                              Number of groups  =        110
R-sq:                                           Obs per group:
     within  = 0.1152                                         min =          1
     between = 0.0417                                         avg =        7.7
     overall = 0.0465                                         max =          9
                                                F(12,728)         =       7.90
corr(u_i, Xb)  = -0.2878                        Prob > F          =     0.0000
------------------------------------------------------------------------------
      medals |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
  population |   .0127162   .0077066     1.65   0.099    -.0024136     .027846
         GDP |    .303628   .1717343     1.77   0.077    -.0335256    .6407816
        host |   5.632493   .7103394     7.93   0.000     4.237935    7.027051
        year |
       1984  |  -1.618143   2.874099    -0.56   0.574    -7.260655    4.024368
       1988  |  -2.425307   4.322876    -0.56   0.575     -10.9121    6.061483
       1992  |  -2.034194   5.086254    -0.40   0.689    -12.01967    7.951283
       1994  |  -1.995527   5.461174    -0.37   0.715    -12.71706    8.726002
       1998  |  -2.025407   5.667204    -0.36   0.721    -13.15142    9.100607
       2002  |  -1.870256   5.772866    -0.32   0.746    -13.20371    9.463196
       2006  |  -1.951756   5.850829    -0.33   0.739    -13.43827    9.534755
       2010  |  -2.021824   5.874731    -0.34   0.731    -13.55526    9.511612
       2014  |  -1.593155   5.861216    -0.27   0.786    -13.10006    9.913747
       _cons |   3.123266   2.847641     1.10   0.273    -2.467302    8.713835
-------------+----------------------------------------------------------------
      rho_ar |  .50619401
     sigma_u |  5.2305528
     sigma_e |  2.2065976
     rho_fov |  .84891678   (fraction of variance because of u_i)
------------------------------------------------------------------------------
F test that all u_i=0: F(109,728) = 10.07                    Prob > F = 0.0000

(e) Now estimate a two-way fixed-effects model with a lagged dependent variable included as a control variable. Discuss differences from the two-way fixed-effects model in part (b). 
Answer: 
This model includes a lagged dependent variable, which is highly significant. The coefficients on population and GDP are about half of what they were in model (b). The coefficient on host is similar. This pattern is common because the lagged dependent variable has substantial explanatory power and soaks up some of the previous explanatory power of the independent variables.

xtreg medals L.medals population GDP host i.year, fe i(ID)
Fixed-effects (within) regression               Number of obs     =        883
Group variable: ID                              Number of groups  =        111
R-sq:                                           Obs per group:
     within  = 0.4092                                         min =          1
     between = 0.8794                                         avg =        8.0
     overall = 0.7403                                         max =          9
                                                F(12,760)         =      43.86
corr(u_i, Xb)  = 0.6009                         Prob > F          =     0.0000
------------------------------------------------------------------------------
      medals |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
      medals |
         L1. |   .5416217   .0293678    18.44   0.000     .4839701    .5992733
  population |   .0049467    .003768     1.31   0.190    -.0024502    .0123435
         GDP |   .2554879   .1105333     2.31   0.021      .038501    .4724747
        host |   6.176274   .8466007     7.30   0.000      4.51432    7.838227
        year |
       1988  |   .0608658   .3487672     0.17   0.862    -.6237957    .7455272
       1992  |   .5680786   .3487899     1.63   0.104    -.1166275    1.252785
       1994  |   .5631641    .349821     1.61   0.108    -.1235662    1.249894
       1998  |   .5219155   .3552154     1.47   0.142    -.1754044    1.219235
       2002  |   .6601201   .3581107     1.84   0.066    -.0428837    1.363124
       2006  |   .5112189   .3866089     1.32   0.186    -.2477293    1.270167
       2010  |   .4094703   .4024123     1.02   0.309    -.3805014    1.199442
       2014  |    .796839   .3904177     2.04   0.042     .0304139    1.563264
       _cons |  -.0879496   .3137095    -0.28   0.779    -.7037896    .5278904
-------------+----------------------------------------------------------------
     sigma_u |  2.4947239
     sigma_e |  2.2153544
         rho |   .5591052   (fraction of variance due to u_i)
------------------------------------------------------------------------------
F test that all u_i=0: F(110, 760) = 2.55                    Prob > F = 0.0000


(f) Is there evidence of autocorrelation in the two-way fixed effects model that includes a lagged dependent variable? Compare your answer to your answer in part (c). Use concepts discussed in Section 13.4 to explain the implications of autocorrelation in a model that includes a lagged dependent variable model. 
Answer: 
There is evidence of negative autocorrelation, meaning a high positive residual in time t is associated with a negative residual in time t + 1. Note that the magnitude of the autocorrelation is much smaller than in part (c). This is common because the lagged dependent variable itself commonly soaks up much of the first-order autocorrelation.

predict Resid2WayLDV, e
reg Resid2WayLDV L.Resid2WayLDV
      Source |       SS           df       MS      Number of obs   =       768
-------------+----------------------------------   F(1, 766)       =     39.56
       Model |  158.702528         1  158.702528   Prob > F        =    0.0000
    Residual |   3073.2399       766  4.01206253   R-squared       =    0.0491
-------------+----------------------------------   Adj R-squared   =    0.0479
       Total |  3231.94242       767  4.21374501   Root MSE        =     2.003
------------------------------------------------------------------------------
Resid2WayLDV |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
Resid2WayLDV |
         L1. |  -.2219738   .0352934    -6.29   0.000    -.2912571   -.1526905
       _cons |   .0224822   .0722776     0.31   0.756    -.1194034    .1643678
------------------------------------------------------------------------------

(g) Estimate a lagged dependent variable model that also controls for autocorrelation. Compare the results to your answer in parts (d) and (e). 
Answer: 
The population coefficient is significant at p = 0.10, the GDP coefficient is significant at p = 0.05, and host is significant at p < 0.001. The results are broadly similar to the results in parts (d) and (e).  
This isn’t too surprising since all of these models control for time dependency. The lagged dependent variable is still highly significant, but of smaller magnitude than in part (e). This is not surprising because autocorrelation soaks up part of the time series dependency captured by the lagged dependent variable.

xtregar medals L.medals population GDP host i.year, fe rhotype(regress) twostep
FE (within) regression with AR(1) disturbances  Number of obs     =        772
Group variable: ID                              Number of groups  =        110
R-sq:                                           Obs per group:
     within  = 0.1461                                         min =          1
     between = 0.3106                                         avg =        7.0
     overall = 0.2964                                         max =          8
                                                F(12,650)         =       9.27
corr(u_i, Xb)  = 0.1069                         Prob > F          =     0.0000
------------------------------------------------------------------------------
      medals |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
      medals |
         L1. |   .1802899   .0356056     5.06   0.000     .1103741    .2502057
  population |   .0102275   .0060877     1.68   0.093    -.0017264    .0221813
         GDP |   .3288569   .1619024     2.03   0.043      .010942    .6467719
        host |   5.415127   .8027225     6.75   0.000     3.838884    6.991369
        year |
       1988  |  -5.480523   6.677033    -0.82   0.412    -18.59168    7.630634
       1992  |  -5.905757   8.157441    -0.72   0.469    -21.92387    10.11236
       1994  |  -6.118471   8.476148    -0.72   0.471    -22.76241    10.52547
       1998  |  -6.158175   8.563873    -0.72   0.472    -22.97437    10.65802
       2002  |   -5.97591   8.584117    -0.70   0.487    -22.83186    10.88004
       2006  |  -6.084022   8.613926    -0.71   0.480     -22.9985    10.83046
       2010  |  -6.154865   8.609252    -0.71   0.475    -23.06017    10.75044
       2014  |   -5.71061   8.577189    -0.67   0.506    -22.55295    11.13173
       _cons |   4.388255   6.659222     0.66   0.510    -8.687929    17.46444
-------------+----------------------------------------------------------------
      rho_ar | -.22196058
     sigma_u |  4.5500014
     sigma_e |   2.193254
     rho_fov |  .81145352   (fraction of variance because of u_i)
------------------------------------------------------------------------------
F test that all u_i=0: F(109,650) = 4.62                     Prob > F = 0.0000


(h) Section 15.2 discusses potential bias when a fixed-effects model includes a lagged dependent variable. What is an important determinant of this bias? Assess this factor for this data set. 
Answer: 
The potential bias is larger when T (the number of observations per unit) is small. Here, the number of observations per unit ranges from 3 to 10, with an average of 8. So we are not in a situation where the bias could be large (e.g., when T is 2 or 3), but we are not quite to the zone where the bias is likely to be small (e.g., when T > 20). On balance, it seems reasonable to conclude that although there is some potential for bias, the potential biases from not using a LDV are probably a more serious concern (if LDV is appropriate—we consider that question in the next part).

(i) Use the concepts presented at the end of Section 13.4 to discuss whether it is better to approach the analysis in an autocorrelation or a lagged dependent variable framework. 
Answer: 
Unfortunately, there is no hard and fast statistical test to resolve this question. We can, however, make a judgment about which model best corresponds to the substantive situation. If we believe the reason there is time dependence is that there are some unmeasured factors, such as specific athletes who are excellent and compete in multiple Olympics or an excellent coach who coaches for multiple Olympics, then the autocorrelated error approach is better. If we believe that getting a lot of medals in one year causes more medals in the next year, the LDV approach is better. This can happen, for example, if a particular athlete captures a country’s attention and leads to an increase in the sport’s popularity.

(j) Use the concept of model robustness from Section 2.2 to discuss which results are robust and which are not. 
Answer: 
Even if we can’t definitively resolve whether the autocorrelation or LDV approach is better, we can run both models and see which results persist no matter the model. In our case, the host country effect is robust and reasonably stable. Hence, we know that if either the AR(1) or the LDV approach is “true,” we will find a strong host country effect. The other variables show more variation across model specification, but in the models that control for time dependency, they are significant or nearly so, suggesting that a reasonable interpretation is that these variables matter as well.
