[bookmark: _GoBack]


Real Stats
ANSWER KEY


Chapter 4, Exercise 4

(a) Generate t statistics for the coefficient on education for each simulation. What are the minimal and maximal values of these t statistics?
Answer:
First, we rerun the simulation from the Chapter 3 exercise. Then, to generate t statistics we will want to create a new variable (which we call “T_Ed”) by dividing the coefficient by the standard error for each simulation. By summarizing this variable, we can see the average t statistic and other descriptive statistics for the t statistics produced. The specific values will vary for everyone given that everyone will have different random errors; however, the patterns will be similar. We see, for example, that the average t statistic is high (4.56), suggesting that the coefficients are generally statistically significant. The minimum t statistic is 2.60, which means that even at its smallest, the coefficient is significant at conventional  levels.

gen T_Ed = _b_Ed/_se_Ed
summarize T_Ed

    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
        T_Ed |         50    4.566596    1.029444   2.603727   7.5220493

(b) Generate two-sided p values for the coefficient on education for each simulation. What are the minimal and maximal values of these p values?
Answer:
We can use the Stata code in the Computing Corner to generate a variable that indicates that p value for the coefficient on education from each of the 50 simulations. This will depend on the t statistics in the following way:
gen PVal_Ed = 2*ttail(98, abs(T_Ed))
The specific values will vary for everyone given that everyone will have different random errors; however, the patterns will be similar.  
By summarizing the p values, we see that the average p value is 0.004. The minimum is close to zero and the maximum p value is 0.15. Because the maximum is greater than 0.10, this means that for that simulation, at least, we are not rejecting the null at the  = 0.10 (or, of course, any lower significance level).

summarize PVal_Ed 
    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
     PVal_Ed |         50    .0006779    .0019738   2.62e-11   .0106547


(c) In what percentage of the simulations do we reject the null hypothesis that βEducation = 0 at the α = 0.05 level with a two-sided alternative hypothesis?
Answer:
Since the minimum p value is 0.0106, we know we always reject the null at the α = 0.05 level with a two-sided alternative. If we wanted to know how often we rejected the null at the α = 0.05 level with a two-sided alternative, we could first create an indicator variable that is 1 if the p value is less than 0.01 and then summarize that indicator variable to see how often we reject. For the simulations reported here (again, which will differ from what others get because of the randomness of the error terms in the simulations), 

gen Reject01 = (PVal_Ed < 0.01)

table Reject01
----------------------
 Reject01 |      Freq.
----------+-----------
        0 |          1
        1 |         49
----------------------
which means that we reject the null even at this more stringent level 98 percent of the time.


(d) Rerun the simulations, but set the true value of βEducation to zero. (Do this in the gen Salary = 20,000 + 1,000 * Ed + StdDev * rnormal() line of code by changing 1,000 to 0.) Do this for 500 simulations and report what percentage of the time we reject the null at the α = 0.05 level with a two-sided alternative hypothesis. What are the minimum and maximum values of the estimated coefficients on education? Explain whether these values are inconsistent with our statement in the chapter that OLS estimates are unbiased.
Answer:
We follow the process outlined in earlier to characterize the 500 ’s we generate.  

gen T_Ed = _b_Ed/_se_Ed
gen PVal_Ed = 2*ttail(98, abs(T_Ed))
gen Reject = (PVal_Ed < 0.05)
table Reject
----------------------
   Reject |      Freq.
----------+-----------
        0 |        474
        1 |         26
----------------------
 disp 26/500
.052

This indicates that when  = 0, we reject the null that  = 0 at the  = 0.05 level 5.2 percent of the time, which is just about spot on, because this is what the significance level means (the percentage of times we expect to reject the null although it is true).
Looking at the estimated coefficients, we see that the minimum is -616.1 and the maximum is 601.9, indicating quite a range, which includes both negative and positive values. So even when there is no effect, we may see fairly large coefficients in either direction in some cases.

. summarize _b*   /* Summarize coefficient estimates and std errors from simulations */
    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
       _b_Ed |        500   -6.842257    220.0626  -616.1016   601.9694
     _b_cons |        500    20065.52    2037.483   14608.82    26140.3
