[bookmark: _GoBack]
Real Stats
ANSWER KEY


Chapter 4, Exercise 2

(a) Suppose, as in the example, that only one sheep in the treatment group died and all sheep in the control group died. Is the treatment coefficient statistically significant? What is the (two-sided) p value? What is the confidence interval?
Answer:
The first thing we need to do is create the data. The simplest approach is to create the data in Excel, which will consist of 24 rows. The treatment variable will equal one for the first 24 observations and zero for the last 24 observations. The death variable for this part of the exercise will be 1 for (say) the first observation, then zero for the next 23 observations, and then 1 for the last 24 observations (which are the control observations). We can then import this data into Stata by cutting and pasting into the data browser, among other means.
Here we’ll create the data within Stata. 

clear
drawnorm Start, n(48) 
gen Treat = 1
	replace Treat = 0 if _n >24
gen Death = 0
	replace Death = 1 if _n >23

The results from a regression are below. They show that the probability of death in the control group was 1 and that the probability of death for the treatment group was 95.8 percentage points lower. This is not at all surprising given that only 1 of 12 died in the treated group versus 12 of 12 in the control group. The treatment effect is highly statistically significant because the (absolute value of the) t statistic is 23, which is well above the critical value of 1.96 for a two-sided significance level of 0.05. The two-sided p value is 0.000, which means there is (with rounding) a 0 percent chance that we could we see a coefficient as large in magnitude as we did if the true treatment effect were zero (given the standard error of 0.041). The confidence interval ranges from -1.04 to -0.87. In other words, we’re very confident the treatment effect is very large. We should note that the confidence interval goes beyond -1.0, which doesn’t make sense for probabilities; the more complex models we discuss in Chapter 12 will address this problem.
(Technically, we are estimating a “linear probability model,” which is something we discuss in Chapter 12. For our purposes, however, we can treat this as an OLS model in which the dependent variable is the probability of death (1 for sheep that died and 0 for those that did not.))

reg Death Treat
      Source |       SS           df       MS      Number of obs   =        48
-------------+----------------------------------   F(1, 46)        =    529.00
       Model |  11.0208333         1  11.0208333   Prob > F        =    0.0000
    Residual |  .958333333        46  .020833333   R-squared       =    0.9200
-------------+----------------------------------   Adj R-squared   =    0.9183
       Total |  11.9791667        47  .254875887   Root MSE        =    .14434
------------------------------------------------------------------------------
       Death |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
       Treat |  -.9583333   .0416667   -23.00   0.000    -1.042204   -.8744627
       _cons |          1   .0294628    33.94   0.000     .9406945    1.059306
------------------------------------------------------------------------------


(b) Suppose now that only one sheep in the treatment group died and only 10 sheep in the control group died. Is the treatment coefficient statistically significant? What is the (two-sided) p value? What is the confidence interval?
Answer:
We could create a new variable in our spreadsheet (let’s call it Death2) that has 1 death in the treatment group and 10 in the control group. Or, we can do this within Stata with the following code:
gen Death2 = 0
replace Death2 = 1 if _n >23 & _n < 35

The regression results are below. Now the treatment effect is much smaller. Treated sheep are 37.5 percentage points less likely to die. The effect is statistically significant because the (absolute value of the) t statistic of 3.38 is greater than 1.96. The p value is 0.001, meaning that if the treatment effect were zero, there would be a 0.1 percent chance of observing a coefficient as large (in magnitude) as we actually observed. The confidence interval indicates that we can be quite confident the effect is of a decline between -59.8 and -15.1 percentage points.

reg Death2 Treat
      Source |       SS           df       MS      Number of obs   =        48
-------------+----------------------------------   F(1, 46)        =     11.43
       Model |      1.6875         1      1.6875   Prob > F        =    0.0015
    Residual |  6.79166667        46  .147644928   R-squared       =    0.1990
-------------+----------------------------------   Adj R-squared   =    0.1816
       Total |  8.47916667        47  .180407801   Root MSE        =    .38425
------------------------------------------------------------------------------
      Death2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
       Treat |      -.375   .1109222    -3.38   0.001    -.5982749   -.1517251
       _cons |   .4166667   .0784339     5.31   0.000     .2587875    .5745459
------------------------------------------------------------------------------


(c) Continue supposing that only one sheep in the treatment group died. What is the minimal number of sheep in the control group that needed to die for the treatment effect to be statistically significant? (Solve by trial and error.)
Answer:
This need not be done by trial and error, but for our purposes that is fine. Using the following code, we tried different numbers of deaths in the control group (by changing the number of rows with deaths in the control group). We found that when there were five deaths in the treatment group, the (absolute value of the) t statistic on the treatment variable fell to 1.77, which is not larger than 1.96 and is therefore not statistically significant. When six sheep died in the treatment group, the t statistic on the treatment variable was 2.10, which was statistically significant.
This means that if we were designing a study and knew we had only 24 sheep, we could say before the study started that if one sheep in the treatment group died, we would need to see at least 6 sheep die in the control group to conclude that the vaccine was effective. 

gen Death3 = 0
replace Death3 = 1 if _n >23 & _n < 30
reg Death3 Treat
      Source |       SS           df       MS      Number of obs   =        48
-------------+----------------------------------   F(1, 46)        =      3.12
       Model |  .333333333         1  .333333333   Prob > F        =    0.0840
    Residual |  4.91666667        46  .106884058   R-squared       =    0.0635
-------------+----------------------------------   Adj R-squared   =    0.0431
       Total |        5.25        47  .111702128   Root MSE        =    .32693
------------------------------------------------------------------------------
      Death3 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]
-------------+----------------------------------------------------------------
       Treat |  -.1666667   .0943769    -1.77   0.084    -.3566376    .0233042
       _cons |   .2083333   .0667346     3.12   0.003     .0740036     .342663
------------------------------------------------------------------------------
