


Real Stats
ANSWER KEY


Chapter 3, Exercise 2

(a) Explain why the means of the estimated coefficients across the multiple simulations are what they are.
Answer:
[bookmark: _GoBack]The code generates data in which salary is equal to 20,000 + 1,000 * Education + some error. There are 100 people in the sample and each person gets a different error term, which is a normally distributed random variable with a mean of zero and a standard deviation of 10,000. The code then runs an OLS regression and stores the values of 0 and 1. It then does this 50 times and we then summarize the average of the 0 and 1 values. If OLS is unbiased, the mean of the estimated coefficients should equal the true value. Since this is random and we’re only doing it 50 times, the means of the estimated coefficients won’t exactly equal the true values, but they should be close. We know the true value of 0 is 20,000 and the true value of 1 is 1000.
Here are the results I got when I ran this simulation (everyone will get slightly different answers because the random error terms will differ from person to person).

. summarize _b*   /* Summarize coefficient estimates and std errors from simulations */

    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
       _b_Ed |         50    1006.704    198.0315   519.5344   1408.035
     _b_cons |         50    19770.61    1868.849   16018.13   23784.87

We see that, on average, 1 was 1,006, which is pretty close to the true value, and that, on average, 0 was 19,770, also reasonably close to the true value of 20,000.


(b) What are the minimum and maximum values of the estimated coefficients on education? Explain whether these values are inconsistent with our statement in the chapter that OLS estimates are unbiased.
Answer:
From the above we see that the minimum value of 1 was 519.5, which is half the true value of 1,000. We also see that the maximum value of 1 was 1,408, which is 40 percent higher than the true value of 1,000. So although part (a) showed evidence that our estimates are unbiased, we can still get values of 1 that are far from the true value. In reality, we get only one realization of the data and although we know that if our modeling assumptions are correct (a BIG assumption, as we well know), we could get 1 values that are quite far from the truth.



(c) Rerun the simulation with a larger sample size in each simulation. Specifically, set the sample size to 1,000 in each simulation. (Do this by changing the set obs line of the code.) Compare the mean, minimum, and maximum of the estimated coefficients on education to the original results above.
Answer:
Here are my results; again, everyone will get slightly different answers because the random error will be different. The patterns will be similar, however. In this case, we see that the averages are now closer to the true values than when the sample size in each iteration was only 100 (note: be sure you can distinguish between sample size and number of iterations—that’s helpful in understanding what is going on here). Even more striking is that the minimum and maximum values are now more closely clustered around the mean. In other words, as the sample size gets larger, it becomes less likely to get a 1 or 0 far from the true value. This is (ahem) consistent with the statistical concept of consistency, which states that the estimates converge toward the true value as the sample size gets larger.

summarize _b*   /* Summarize coefficient estimates and std errors from simulations */
    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
       _b_Ed |         50    997.5536    71.95787   840.7706   1140.433
     _b_cons |         50    20089.16    612.1236    18544.6   21348.21


(d) Rerun the simulation with a smaller sample size in each simulation. Specifically, set the sample size to 20 in each simulation. Compare the mean, minimum, and maximum of the estimated coefficients on education to the original results above. 
Answer:
The average values of the coefficients are still roughly close to the true values, although farther away than in either of the two sets of simulations we conducted above. More strikingly, however, the minimum and maximum values of the coefficients now are substantially farther away. For example, the minimum value of 1 is 8 in this case, meaning that in one instance, we had 20 observations, ran an OLS model, and estimated the coefficient to be equal to 8 (although the true value is 1,000!). In other words, with a small sample size, the 1 gets much more varied and is more likely to include values that are far from the true value.

summarize _b*   /* Summarize coefficient estimates and std errors from simulations */

    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
       _b_Ed |         50     923.076    505.1259   8.047012   2176.605
     _b_cons |         50       20631    4778.971   9332.967   30984.71

(e) Reset the sample size to 100 for each simulation and rerun the simulation with a smaller standard deviation for each simulation. Specifically, set StdDev to 500 for each simulation. (Do this by changing the scalar StdDev line of the code.) Compare the mean, minimum, and maximum of the estimated coefficients on education to the original results above.
Answer:
Here we see that the 1 and 0 are remarkably close to the true values. Compared to our results in part (a), for example, the means are close to the true values and the minimum and maximum are much closer to true values. This is consistent with the idea that a major determinant of the variation of our estimates is the standard deviation of the error term. 

summarize _b*  /* Summarize coefficient estimates and std errors from simulations */
    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
       _b_Ed |         50     999.953    11.22592   974.0844   1027.748
     _b_cons |         50    20005.65    98.53065   19772.09   20197.94


(f) Keeping the sample size at 100 for each simulation, rerun the simulation with a larger standard deviation for each simulation. Specifically, set StdDev to 50,000 for each simulation. Compare the mean, minimum, and maximum of the estimated coefficients on education to the original results above.
Answer:
Here we’ve made the standard deviation of the error term very large and the estimates become much less precise. The means aren’t close to the true value and the minimum and maximum values are really far away. For 1, for example, the minimum is -1,086, meaning there was a simulation in which we had a sample of 100 and the 1 estimate was actually -1,086, although the true value of 1 (that generated the data) was 1,000. This is the result of having large errors—sometimes things can go very far off the rails like this.

summarize _b*   /* Summarize coefficient estimates and std errors from simulations */
    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
       _b_Ed |         50    1313.414    954.7759  -1086.496   3682.867
     _b_cons |         50    16825.08    8107.609   2031.396   35063.39


(g) Revert to the original model (sample size at 100 and SD at 10,000). Now run 500 simulations. [Do this by changing the simulate _b _se, reps(50) line of the code so that it has reps(500).] Summarize the distribution of the βˆEducation estimates as you’ve done so far, but now also plot the distribution of these coefficients using 
kdensity _b_Ed /* Density plot of estimates */
Describe the density plot in your own words.
Answer:
First, we see that the means are now close to the true values. Think of each simulation as producing a 1 (and 0, but we’ll focus on 1) that is a draw from a normal distribution. If we only do this a few times, we might get a couple of screwy draws that will make the average a bit off. The more we do this, however, the screwy high values are offset by the screwy low values and the average starts to close in on the actual true value. The minimum and maximum are a bit wider than in part (a), however, because we now have 500 different simulations, which raises the odds of getting an odd answer here and there. The large number of simulations averages these out, however, so the means are closer to the true values than in part (a).

summarize _b*   /* Summarize coefficient estimates and std errors from simulations */
    Variable |        Obs        Mean    Std. Dev.       Min        Max
-------------+---------------------------------------------------------
       _b_Ed |        500    996.8847    225.6762    244.767   1717.585
     _b_cons |        500     20028.3     2133.06   13476.07   27314.43

We can plot the density of our 1 estimates, producing the following figure. It looks (sort of) like a normal distribution centered on the true value, which is what theory predicts! (We won’t worry at this point about how the plot is generated.)
kdensity _b_Ed /* Density plot of beta estimates */
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